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The Economics of Privacy∗

A Primer Especially for Policymakers

Yosuke Uno† Akira Sonoda‡ Masaki Bessho§

August 6, 2021

Abstract

This paper presents a survey of a field called the economics of privacy. Re-
flecting growing concerns worldwide about the handling of personal data on
the Internet, the economics of privacy is developing rapidly, coinciding with
recent efforts by privacy regulators to tighten regulations. The literature ar-
gues that it is difficult for market mechanisms to resolve problems such as
how to determine the socially optimal level of privacy protection and how
to avoid excessive privacy loss driven by negative data externalities. These
insights should be useful for policymakers facing the question of how to deal
with personal data issues and to ensure that people’s privacy is protected.
(JEL D62, D82, D83, K20, M31, M37)

1 Introduction

The protection of privacy on the Internet has become a major global concern in
recent years. One of the triggers was the Cambridge Analytica scandal. Cambridge
Analytica obtained the personal data of 50 million Facebook users and used it for
personalized political advertisements and/or the planting of “fake news” in the
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Hiroyuki Takano for useful comments. All remaining errors are ours. This paper does not
necessarily reflect the views of the Bank of Japan.
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‡Bank of Japan
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2016 US presidential election and the UK referendum on leaving the European
Union.1,2

This scandal has made people aware of the vast amount of personal data that
online platforms hold and the huge impact the improper use of such data can have.
At the same time, the business model of online platforms that collect and monetize
vast amounts of personal data has also come under scrutiny.3 For example, social
network services users post photos with text and tags to communicate with their
friends, but behind the scenes, providers use those photos as labeled image data to
train artificial intelligence (AI) algorithms. This system is sometimes referred to
as technofeudalism because it can be seen as a structure where online platforms
provide useful and enjoyable information services, while taking all the upside profit
of the data consumers create in exchange (Posner and Weyl 2018).4 Lanier (2013)
worries about the social and economic consequences of online platforms’ business
model since they do not give their users proper incentives to supply their personal
data.

Against this backdrop, regulators in major jurisdictions have introduced a series
of privacy regulations in recent years. For instance, the European Union (EU)
in May 2018 introduced the General Data Protection Regulation (GDPR), which
requires the informed consent of data subjects to the processing of data. Europe
has a long history of privacy regulation, and the GDPR was created as a successor
to the EU Data Protection Directive, which was passed in 1995. In California, the
California Consumer Privacy Act of 2018 (CCPA), which strictly regulates the
handling of consumers’ personal information, went into effect in January 2020.

In line with these regulatory developments, researchers have been actively dis-
cussing how to understand the behavior of online platform providers, how to pro-
tect people’s privacy, and how privacy regulations such as the GDPR and CCPA
can work. Knowledge of areas such as machine learning and computer science is
essential to understand the business of online platforms. Knowledge of law is also

1The Guardian, “How Cambridge Analytica Turned Facebook ‘Likes’ into a Lucrative Polit-
ical Tool,” 17 March 2018; New York Times, “How Trump Consultants Exploited the Facebook
Data of Millions,” 17 March 2018; BBC, “Cambridge Analytica Planted Fake News,” 20 March
2018.

2With regard to the 2016 US presidential election, there are various views on whether per-
sonalized political advertisements or “fake news” on social media influenced the outcome of the
election. For example, Allcott and Gentzkow (2017) suggest that “fake news” on social media
did not affect the outcome of the election.

3Online platforms track people’s behavior on the Internet. The six companies that are most
actively engaged in such activities are Google, Facebook, Twitter, Amazon, AdNexus, and Oracle
(Englehardt and Narayanan 2016).

4In order to address the feudal state, Posner and Weyl (2018) and Arrieta-Ibarra et al.
(2018) propose the idea of data as labor, which considers personal data created on the Internet
as a product of labor.
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required to understand the basic concepts of regulations such as the GDPR and
CCPA. In addition, it is useful to consider relevant issues from an economics per-
spective in order to understand various trade-offs. The economics of privacy use
knowledge and tools from these different domains to discuss what forms privacy
protection should take.5

This paper reviews some of the insights of the economics of privacy and should be
useful for policymakers facing the question of how to deal with personal data issues
and to ensure that people’s privacy is protected. For example, payment processing
involves the transfer of certain personal data (sender, recipient, value, date, and
time). In recent years, the digitization of payments and the diversification of
payment interfaces have led to new forms of personal data transfers within the
ecosystems in and around payments. Online platform providers are entering digital
payment services in search of new personal data (FSB 2019). Protecting people’s
privacy likely would be one of the most important issues in the design of payment
systems. In fact, in the European Central Bank’s public consultation on a digital
euro in 2020, privacy would be the most important feature of a digital euro,
mentioned by 43% of respondents to a survey (ECB 2021). This means that the
protection of privacy forms the premise of any discussion on how firms could use
the data created in a digital payment system.

The remainder of this paper is organized as follows. Section 2 lays out the basics
of privacy. Section 3 discusses the cost of privacy protection paid by firms. While
privacy protection provides benefits to consumers, it also imposes costs through
restrictions on the use of personal data. This cost is paid by firms that monetize
the use of personal data. In the economics of privacy, however, some studies
interestingly document that protecting consumer privacy also brings benefits to
firms. In Section 4, we focus on negative data externalities. Negative externalities
arise in situations where information that a person wishes to keep secret can be
inferred by prediction. The implications of this for privacy protection are serious,
and it is the most important issue in the economics of privacy. Finally, Section 5
summarizes this paper.

5According to Acquisti et al. (2016), the current surge in interest in the economics of privacy
is the third wave. The first wave was driven by the Chicago School in the 1970s and 1980s,
which included scholars such as Posner (1978, 1981) and Stigler (1980) and argued that privacy
protection creates inefficiencies because it hides useful information. The second wave, in the mid-
1990s, discussed the role of cryptography and the implications of secondary uses of personal data.
For example, Varian (1996) argued that the costs incurred by consumers could be significant if
too little personal data is provided to third parties.
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2 Foundations of Privacy

This section reviews basic issues related to privacy. Specifically, after looking at
how economists often think about privacy (Section 2.1), we review the concept
of differential privacy, which is a formal quantitative framework for guaranteeing
privacy protection (Section 2.2). Using differential privacy as a tool allows us
to conduct various policy discussions. However, as we will see in Section 2.3,
observing the differential privacy parameter involves numerous hurdles, and, as
will be discussed in Section 2.4, designing rational differentially private systems
via market mechanisms may be challenging.

2.1 What is Privacy?

Privacy is difficult to define, which means that privacy means different things to
different people (Posner 1978, 1981; Acquisti et al. 2016). Some may consider
information on their employment status to be private, while others may regard
information related to their health as private. Moreover, even for the same person,
privacy is likely to be context specific. For example, a person may regard informa-
tion that they went to a restaurant for dinner as privacy information depending
on who they went for dinner with.

The economics of privacy often considers privacy to have instrumental rather than
intrinsic value to people’s utility (Posner 1978, 1981; Acquisti et al. 2016). For
example, the literature regards the value of privacy as instrumentally created when
personal data that contains privacy information is used for marketing purposes.
As we will see in Section 2.3.1, a recent study by Lin (2021) attempts to clarify the
instrumental and intrinsic aspects of privacy through a well-designed experiment.

As will be discussed in more detail in Section 4, a major concern of the economics of
privacy is negative data externalities, which implicitly assumes that what people
consider as privacy information differs. Note that, in some cases, such as in
macroeconomic discussions that assume a representative consumer, differences in
what people consider as privacy information are not assumed (e.g., Jones and
Tonetti 2020).

2.2 Differential Privacy: A Tool

In the economics of privacy, when describing the degree of privacy protection, a
tool called differential privacy is often used (Ghosh and Roth 2011; Pai and Roth
2013; Hsu et al. 2014; Abowd and Schmutte 2019). This subsection provides an
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overview of differential privacy (Section 2.2.1) and then incorporates the concept
of differential privacy into a utility function for privacy (Section 2.2.2).

2.2.1 Differential Privacy

Differential privacy is a well-known concept in the field of computer science (Dwork
et al. 2006; Dwork 2006). Let D be a dataset containing personal data, and a query
action to retrieve information from the dataset D is denoted by Q. In that case,
even if the query does not identify individuals, the result of the query Q(D) may
reveal personal information contained in the dataset D. For illustration, imagine
that we execute a query to extract “gender of the examinee” and “pass/fail” results
from a dataset that records the exam results of a class of 20 males and 20 females.
If the query is run and all successful candidates are female, personal information
of males in the class who wanted to keep their exam results secret is inadvertently
divulged and their privacy has been breached, since the query result revealed that
all males failed.

Now, instead of query results being output as they are, we consider them being
output after some processing to protect privacy. Let M and M(D) be privacy-
protection processing and the query result after the privacy-protection processing,
respectively. How can we evaluate the reliability of the privacy-protection process-
ing denoted by M? The concept of differential privacy addresses this question by
considering two datasets, D1 ∈ D and D2 ∈ D, which differ only in whether they
contain the data of one person, and assesses the reliability of M based on whether
or not some information about the person can be obtained from the difference
between the query results M(D1) and M(D2).

Let us use a real-world example to explain. Let D1 be a dataset that contains the
salary of the staff members of a certain department at period t. At period t + 1,
a new staff member is hired. Let D2 be a dataset contains the salary of the staff
members of the department at period t + 1. We consider a query for the average
salary, denoted by Q. Let M be a procedure that outputs Q(D1) and Q(D2) after
adding random noise to the datasets D1 and D2.

Running the query Q 100 times for D1 and D2 provides us with 100 observations of
the noisy average salaries M(D1) and M(D2). We can then examine the shape of
the two distributions of observations of the average salaries M(D1) and M(D2). If
the two distributions match perfectly, the new employee’s privacy can be regarded
as being completely protected, since the distributions reveal no information about
her/his salary. However, such complete privacy protection also means that we can
obtain no additionally useful information from the dataset D2.
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We now consider the trade-off between protecting the privacy of the newly hired
employee and ensuring the usefulness of the dataset D2. The breakthrough idea
of differential privacy is that it expresses this trade-off with only one parameter,
ε. Formally, a privacy protection scheme M satisfies differential privacy if for all
pairs of neighboring datasets (D1, D2) differing only in one person’s data, and for
all R ⊆ Range(M),

Pr(M(D1) ∈ R)
Pr(M(D2) ∈ R) ≤ exp(ε)

for ε > 0.

Intuitively, ε expresses the size of the discrepancy between the two probability
distributions Pr(M(D1)) and Pr(M(D2)). If ε is large, the two probability distri-
butions are far apart, and we can obtain some information about the salary of the
newly hired employee. A large ε is desirable when the priority is to ensure that the
dataset D2 is useful. On the other hand, the smaller ε, the more indistinguishable
are the two probability distributions. Therefore, a small ε (of close to zero) is
desirable if the priority is privacy protection.6 Note that ε is referred to as the
privacy loss or privacy budget.

Unfortunately, it is not possible to gain intuition about how much privacy is pro-
tected if, for example, ε = 0.01. Importantly, the idea of differential privacy
provides a quantitative measure of privacy protection instead of a binary assess-
ment of the question as to whether privacy is protected or not.7

2.2.2 Differential Privacy in a Utility Function

Ghosh and Roth (2011) use the parameter of differential privacy, ε, to specify the
following utility function with respect to privacy:

ui = pi − viε (1)
6In this discussion, it is implicitly assumed that the dataset administrator can access the

personal data before the noise is added. However, some people may not want to disclose their
personal data even to the dataset administrator. To address this situation, a technique called
local differential privacy (LDP) has been proposed, which guarantees stricter privacy protection
by not disclosing personal data even to the dataset administrator (Kasiviswanathan et al. 2011;
Duchi et al. 2013). See Appendix A for more details.

7Without the use of quantitative metrics such as differential privacy, it is risky to assume
intuitively that if certain personal information, such as addresses and phone numbers, were
removed from a dataset, it would not be possible to identify individuals. In computer science,
a few cautionary tales that illustrate how intuition-based attempts at anonymization have failed
are well known (Narayanan and Shmatikov 2008; Heffetz and Ligett 2014).
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where ui denotes the utility of consumer i, pi denotes the compensation for a loss
of privacy for consumer i, vi represents the disutility from the loss of privacy of
consumer i, and ε is the privacy budget. Note that pi is not necessarily monetary
and includes the convenience provided by applications or the enjoyment derived
from the use of online services.

2.3 The Difficulty of Observing ε

Observing ε in real-world data is difficult in two regards. The first is that it is
difficult to obtain sufficient information on ui, pi, and vi in (1) to identify ε. For
example, online services that provide navigation on a map are usually provided in
exchange for the user’s current location data. Assuming that a dataset to observe
whether the service is being used is available, since the provision of the service and
the provision of the users’ personal data occur simultaneously, it is not possible to
identify whether users use the service since they are not very concerned about the
provision of location data, i.e., viε in (1) is small, or because they highly value the
convenience of the service, i.e., pi in (1) is large. Despite these difficulties, as we
will see in Section 2.3.1, a number of studies have attempted to value the utility
of privacy.

The second respect in which it is difficult to observe ε in real-world data is that
there is a discrepancy between the desired degree of privacy protection that people
express in surveys and their actual behavior. In the field of computer science, this
is known as the privacy paradox (Acquisti 2004; Barnes 2006). We review this
paradox in Section 2.3.2.

2.3.1 Valuing Privacy

Huberman et al. (2005) conduct a reverse second-price auction, asking participants
how much they would be willing to accept in exchange for personal data such as
their age and weight. The bidding prices allow the auctioneer, i.e., the authors, to
observe pi in (1). They find a large variation in pi. Goldfarb and Tucker (2012a)
attempt to measure viε in (1). Specifically, they find that over the period 2001
to 2008, people’s concerns about privacy, viε, increased year over year, and that
older people tended to be more reluctant to disclose information than the young.
Moreover, the gap between the two groups widened over the years.

Kummer and Schulte (2019) attempt to observe revealed preferences for privacy
from data on about 300,000 smartphone apps observed on the Google Play Store
between 2012 and 2014. The first step of their analysis consists of identifying
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if the apps contain privacy-sensitive permission information using a feature of
the Google Play Store that allows app developers to choose among standard-
ized blocks of information, so-called permissions, where some enable access to a
user’s location, communication, browsing behavior, etc. The authors then ex-
amine whether the presence or absence of privacy permissions affects supply and
demand in the privacy market. The results of the estimation show that requiring
access to privacy-sensitive information reduces the number of installs by 25% on
the demand side and significantly decreases the price on the supply side.

Lin (2021) attempts to measure the utility of privacy by conducting well-designed
experiments. Specifically, based on Becker’s (1980) utility model, the utility of
privacy is decomposed into an intrinsic part and an instrumental part, and Lin
(2021) finds that the subjective evaluation of the intrinsic part of privacy varies
widely among people. At the same time, she documents that some people have
extremely high subjective valuations, i.e., the distribution is skewed to the right.

2.3.2 The Privacy Paradox

The apparent dichotomy between privacy concerns and actual privacy behaviors
has caught the attention of researchers. This is known as the privacy paradox,
a phenomenon that while people claim to be very concerned about their privacy,
they nevertheless undertake very little to protect their personal data that contains
privacy information.

Using data from a social experiment conducted at the Massachusetts Institute of
Technology in 2014, Athey et al. (2017) report that a digital privacy paradox was
observed.8 In the experiment, subjects were randomly divided into a control and
a treatment group, where those in the treatment group were given a coupon for a
free pizza with their closest friends. Both groups were then instructed to give the
e-mail addresses of their friends to the experimenter. The result of the experiment
showed that the probability that those in the treatment group gave invalid e-mail
addresses was 54% lower than in the control group, despite the very small incentive
of a free pizza. This result was stable even after taking into account differences
in ex ante stated preferences about privacy.

Using the concepts of the willingness to pay (WTP), that is, the amount of money
a person would be willing to pay to acquire a good he/she did not own, and the
willingness to accept (WTA), that is, the amount of money a person would require
to be willing to accept to part with a good, Acquisti et al. (2013) conducted an

8For details of the experiment, see Catalini and Tucker (2016, 2017).
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experiment in a shopping mall in Pittsburgh and found that people’s WTP to
protect the privacy of their data and their WTA to give up privacy protection
differ substantially. Such a gap between the WTP and WTA is a well-known
phenomenon in the field of behavioral economics called the endowment effect, a
bias in which people place a higher value on goods they already own. However,
Acquisti et al. (2013) find that for privacy, the ratio of the WTA to the WTP is
5.47, which is much larger than the 2.92 for ordinary private goods.9

Recently, some empirical studies have attempted to resolve the privacy paradox.
For example, Chen et al. (2021) conducted a survey on privacy concerns among
users of Alipay, an online payment platform, and analyzed the relationship be-
tween privacy concerns and personal data provision behavior by matching the re-
sults of the survey with users’ administrative data provided to Alipay. The results
show that even after controlling for user characteristics, there is no statistically
significant relationship between privacy concerns and personal data provisioning
behavior; rather, users with stronger privacy concerns are more likely to actively
use digital services. A possible explanation of this seemingly paradoxical result is
that learning through the use of digital services (a larger pi in (1)) leads to greater
privacy concerns (a larger vi in (1)). If pi and viε are correlated, this could resolve
the privacy paradox that the behavior of providing personal data is not consistent
with viε. This interpretation suggests that people’s concern for protecting their
privacy is not innate, but rather a developed preference that is gradually formed
through the use of digital services.

2.4 Discussion of Policies with regard to ε

The concept of differential privacy is useful for the discussion of policies on the
protection of privacy. Abowd and Schmutte (2019) argue that the socially optimal
level of ε is determined in a trade-off between privacy loss and the statistical
accuracy available to national statistical agencies such as the Census Bureau in
the United States. Ghosh and Roth (2011) and Hsu et al. (2014) discuss the
trade-offs faced by policymakers in more general settings as follows.

Imagine that a policymaker plans to construct a database that contains personal
information. The policymaker can control the degree of privacy protection for
participants in the database through choosing the level of the differential privacy
parameter ε. If the policymaker sets ε to a value close to zero, participants’
privacy will be strictly protected, and no one will hesitate to participate in that

9For more on the gap between WTA and WTP for privacy, see the survey by Hui and Png
(2006).
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database on the basis of privacy concerns. However, since the data in the database
contains a large amount of random noise to protect privacy, the value of that data
will be low. On the other hand, if the policymaker chooses higher values of ε

(reduces the noise) to increase the value of the data, people with high privacy
concerns (a relatively large vi in (1)) are more likely to leave the database. In
such a case, there will be a relatively large number of people with low privacy
concerns in the database. As is well known, the data in such database contain
sample selection bias (Heckman 1979). Thus, in determining ε, policymakers will
have to compromise on at least one of the following three aspects: (i) the number
of participants in the database, (ii) the value of the data in terms of noise, and
(iii) the value of the data in terms of bias.

Under such trade-offs, can policymakers design a market mechanism to rationally
determine the optimal level of ε? Ghosh and Roth (2011) point out that there is
no individually rational mechanism that would allow people to truthfully report
the degree of privacy protection they require.10 Specifically, they argue that the
direct revelation mechanism does not work when the disutility, i.e., viε in (1),
and the price, i.e., pi in (1), are correlated. For example, a person who considers
information that he/she has an infectious disease to be privacy information will
hesitate to bid a high price in a reverse auction where information on whether
or not one has an infectious disease is traded. This is because a high bidding
price itself would reveal the fact that one has an infectious disease. Thus, when it
comes to privacy, the direct revelation mechanism makes it difficult to rationally
determine the level of ε.11

Meanwhile, Ichihashi (2020c) discusses privacy protection regulation based on
a framework of a dynamic game between a consumer and an online platform.
Assuming a decreasing marginal privacy cost for the consumer, Ichihashi (2020c)
shows that if a policymaker introduces strict privacy protection regulation (setting
ε close to zero), in the short run, the welfare of the consumer improves and the
level of activity on the platform increases. As the consumer’s level of activity on
the platform rises, more personal data is generated and the consumer’s marginal
privacy cost is further reduced. In the long run, the consumer’s level of activity on
the platform becomes so high that the consumer eventually loses her/his privacy.
This suggests that, in the long run, strict privacy regulations may have perverse

10Here, differential privacy is treated as an equilibrium concept or a solution concept. That is,
differential privacy makes the outcome approximately independent of any additionally included
single agent’s data. This point with regard to differential privacy as an equilibrium concept was
highlighted by McSherry and Talwar (2007).

11The impossibility result of Ghosh and Roth (2011) can be circumvented by introducing
certain different settings (see, e.g., Ligett and Roth 2012).
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effects and not achieve their intended purpose.12

At present, to the best of our knowledge, there is no methodology of rationally
determining the optimal level of ε.13 As noted by Heffetz and Ligett (2014), “the
time seems ripe for more economists to join the conversation,” and we hope that
more knowledge will be accumulated in this field in the future.

3 Costs of Privacy Protection

While privacy protection brings benefits to consumers, it also imposes costs
through restrictions on the use of personal data. These costs are paid by firms
that monetize personal data. In a differentially private system, the lower the level
of ε (the stricter the privacy protection), the higher the cost to firms. Although
ε is not set in actual privacy regulations, the costs paid by firms are observable.

Essentially, firms will pay some of the costs of privacy protection in a variety of
ways, as seen in Section 3.1. However, as shown in Sections 3.2 and 3.3, they do
not always pay the costs and may also reap benefits, i.e., enjoy negative costs.

3.1 Costs of Privacy Protection Regulations

Goldfarb and Tucker (2011), using data on online ad campaigns worldwide from
2001 to 2008, show empirically that the EU’s Privacy and Electronic Communica-
tions Directive (2002/58/EC) decreased the effectiveness of advertising on average
by around 65%.

Recently, a growing number of empirical studies have examined the economic
impact of the GDPR, which was implemented in May 2018. For instance, using
data provided by Adobe, Goldberg et al. (2019) found that the GDPR led to a
9.7% decrease in pageviews of all websites in the EU, and a 4.2% decrease in
pageviews and an 8.3% decrease in revenue for e-commerce websites. In addition,
Jia et al. (forthcoming), using data on venture investments from January 2014
to April 2019, report that the implementation of the GDPR reduced the number
of monthly venture deals by EU ventures compared to their US counterparts by

12The key point of Ichihashi’s (2020c) argument is that ex ante and ex post regulation of
privacy protection can have different effects. That is, ex ante privacy regulations may reduce the
welfare of consumers, while ex post regulations, such as those that protect consumers’ right to be
forgotten, may increase consumers’ welfare, as shown in Section 3.2.

13In computer science, ε is often set in the range of 0.01 to 10, but there is little or no
convincing justification for that range (Hsu et al. 2014).
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26.1%.14

The design of privacy protection regulations can have life-or-death consequences.
Using the variation in privacy regulations among US states, Miller and Tucker
(2009) show that strong privacy regulations significantly reduce the adoption of
Electronic Medical Records (EMR). Further, Miller and Tucker (2011) document
that a 10% increase in basic EMR adoption would reduce neonatal mortality rates
by 16 deaths per 100,000 live births. In light of these findings, Goldfarb and Tucker
(2012b) highlight that privacy policy is interlinked with innovation policy.

3.2 Costs of Protecting the Right to be Forgotten

As seen in Section 2.3.2, people’s behavior regarding privacy protection often
seems to be not rational. Given this, it is important that people have the oppor-
tunity to revoke their past decisions with regard to personal information. In this
regard, it has been pointed out that people have the right to be forgotten (Rosen
2012). In this context, the above-mentioned study by Ichihashi (2020c) based on a
dynamic game framework between a consumer and an online platform, shows that
if consumers’ right to be forgotten is protected, consumer welfare increases. Note
that the EU’s GDPR explicitly protects the right of data subjects to withdraw
consent they have given in the past, i.e., the right to be forgotten.

From the standpoint of firms that monetize personal data, personal data has the
potential to create greater added value if it is retained and accumulated over a
long period of time. This implies that if people’s right to be forgotten is protected
through some mechanism, the retention period of personal data may be restricted,
resulting in a reduction of the benefits from utilizing personal data.

Chiou and Tucker (2017), examining the impact of changes in the retention period
of searchers’ personal data on search engine search quality, report that no statis-
tically significant impact could be identified.15 This suggests that past personal
data is not very important for search engine retrieval services; in other words, the
cost of protecting people’s right to be forgotten is small for firms that provide
search engine retrieval services.

It should be noted that Chiou and Tucker’s (2017) results may be specific to search
engines, where new words are searched every day. Nevertheless, given that data

14It should be noted that, as suggested by the title of their paper, “The Short-Run Effects of
the General Data Protection Regulation on Technology Venture Investment,” this result may be
temporary.

15Search quality here is measured in terms of whether search engine users visit a website or
redo their search depending on the search results displayed.
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quality has a significant impact on the accuracy of algorithms and that the domain
of the data may change over time, it seems somewhat plausible that discarding
older data at a certain point in time will not lead to worse results.

3.3 Negative Costs of Privacy Protection

There are interesting empirical studies showing that privacy protection has nega-
tive costs, i.e., it provides benefits to firms.

3.3.1 Improving Advertising Performance through Simple Privacy
Controls

Tucker (2014) provides an empirical analysis of the impact of Facebook’s pri-
vacy policy change implemented on May 28, 2010, on advertising effectiveness.
The data are click-through rates for Facebook users resulting from an advertising
campaign on Facebook by an educational non-profit organization in the United
States. The data cover 2.5 weeks, including May 28, and the change in privacy
policy during this period was unexpected for Facebook users.

Before the May 2010 changes, Facebook’s privacy policy was considered very com-
plex, with as many as 170 options that users had to select to manage their privacy
settings.16 The policy change introduced an easy-to-use privacy control interface,
reduced the amount of information that was automatically required to be dis-
played, and also gave users new controls over how their personally identifiable
data could be tracked or used by third parties. The change can be interpreted as
giving Facebook users much stronger bargaining power over the control of their
personal data.

While the changes were predicted to reduce the effectiveness of advertising on Face-
book, the results were the opposite. Following the change in the privacy policy,
the click-through rate nearly doubled. This implies that an increase in consumers’
bargaining power benefits firms in terms of increased advertising performance.

3.3.2 A Positive Externality of the GDPR

Aridor et al. (2020) use data from an online travel intermediary to examine the
impact of the introduction of the GDPR. They find that the introduction of the

16In fact, complex privacy policies are quite common. Ramadorai et al. (2019) develop a
Gunning Fog Index to measure the complexity of the privacy policies of 4,078 US firms and point
out that at least a college degree is required to understand the median level privacy policy.
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GDPR resulted in a 12.5% decrease in cookies.17 This is probably because the
introduction of the GDPR has led to an increase in the number of consumers who
explicitly refuse to accept cookies.

At the same time, however, there was a surprising 8% increase in trackability
of consumers who explicitly agreed to accept cookies after the GDPR was intro-
duced.18 Aridor et al. (2020) argue that this may be the result of a reduction
in noise as consumers who previously used browser-based cookie blocking tools
explicitly refused cookies and were therefore missing from the data observed by
the firm.

Specifically, browser-based cookie-blocking tools regenerate cookies each time a
website is visited, so that the same user appears under multiple cookie identifiers,
resulting in noisy data for consumer-specific analyses. On the other hand, if a
user explicitly refuses to accept cookies under the GDPR, the user’s cookie infor-
mation will not be sent, thereby reducing the noise in the data. This interesting
consequence can be interpreted as a positive externality of the GDPR.

4 Negative Data Externalities

Broadly speaking, Sections 2 and 3 both provide discussions of the differential pri-
vacy parameter, ε. In contrast, this section addresses privacy protection schemes
denoted by M in Section 2.2.1. Specifically, in this section, we consider a situation
in which even if some data are strictly concealed, it is still possible to infer the
data from other data. This is a well-known problem referred to as negative data
externality (Section 4.1). The economics of privacy has reached a consensus on
the serious consequences of this negative externality (Section 4.2) and proposes
effective privacy protection schemes in the presence of such negative externality
(Section 4.3).

Note that the word negative here means that data disclosure has a negative im-
pact on consumers’ utility. Conversely, data disclosure can also have positive ex-
ternalities if the impact on consumers’ utility is positive. Since this paper focuses
on privacy protection, the following sections consider only negative externalities;
however, it should be noted that when examining the impact of data disclosure
on consumers’ utility from a comprehensive perspective, it is necessary to also

17A cookie is a text file that is sent from a web server to a consumer’s web browser when the
consumer visits a website to store information about that consumer.

18The authors define trackability in terms of a measure of how many times the same cookie
is observed on a given website over a period of time.
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discuss positive externalities, as, for example, Ichihashi (2020b) and Fainmesser
et al. (2021) do.

4.1 What are Negative Data Externalities?

A data externality is an effect that arises from the disclosure of personal data.
Negative data externalities arise in situations where data that consumer i consid-
ers as privacy information and wants to conceal can be inferred from data that
consumer j does not consider as privacy information and discloses. The inference
is possible because these data are correlated with each other.

In this situation, consumer i is considered to suffer a loss of privacy due to the
externality generated by the data provided by consumer j. Note that the external-
ity is not considered in consumer j’s decision making. Her/his choice to provide
information is guided only by her/his private benefits and costs.

Let us use an example. Suppose that females are more likely to purchase confec-
tionary when they are depressed and a confectionary manufacturer attempts to
target advertising by identifying females likely to be depressed based on various
general pieces of personal data.19 For females who consider their health status
as privacy information, inferring whether they are depressed or not would lead a
loss of privacy. It should be noted that the overall utility, i.e., ui in (1), could be
positive, depending on the compensation for the loss of privacy such as a special
confectionery coupon, i.e., pi in (1).

In the economics of privacy, this type of negative externality is considered to be
one of the most important issues.

4.2 Consequences of Negative Data Externalities for Privacy Pro-
tection

The economics of privacy has shown that when consumers behave rationally in the
presence of negative data externalities, serious consequences for privacy protection
arise. Specifically, it is known that in the presence of negative data externalities,
there will be excessive data sharing on online platforms and the price of data
will be depressed (Choi et al. 2019; Acemoglu et al. forthcoming; Bergemann et
al. 2020; Ichihashi 2020a, 2020b; Fainmesser et al. 2021). This, in fact, describes

19Wei et al. (2020) examine what attributes are actually used in Twitter’s targeted advertising.
According to them, the most used attributes for Twitter targeted ads are language, age, and
location. Gender targeting is much less frequently used.
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the current situation well, where vast amounts of personal data are provided to
some online platforms at extremely low prices or for free.20

The mechanism is simple. Since consumers know that they are affected by nega-
tive data externalities and that they may not be able to keep personal information
secret even if they wanted to, it is optimal for them to provide their personal data
for a low price. On the other hand, if there were a central social planner that
maximizes consumers’ utility and online platforms’ profits, the provision of per-
sonal data would be controlled to the extent that the total amount of consumers’
privacy loss is not too large. Therefore, if consumers maximize their utility in
a decentralized manner, the amount of personal data provided will be excessive
compared to the case where the social planner chooses the total amount of per-
sonal data provided. As a result, there will be an excessive amount of privacy loss
in the economy as a whole.21,22

The consequence of this negative data externality is that consumers will not be
able to truthfully express the degree of privacy protection they desire. Consumers
will be placed in a situation where it becomes optimal for them not to choose
stronger privacy protection, even though they prefer it.

As highlighted by Choi et al. (2019), this situation cannot be resolved by educating
consumers. That is, it is not that consumers are unable to anticipate the invasion
of privacy, but that it has become optimal for them to provide personal data even
when they know that it erodes their privacy.

Also, enhancing competition among online platforms does not necessarily improve
this situation. Choi et al. (2019) argue that the same situation would arise even
if there were competition, while Acemoglu et al. (forthcoming) find that competi-
tion among online platforms in fact may make the situation worse. Acemoglu et
al. (forthcoming) argue that in some cases it may even be better for the economy
to shut down the personal data market.

20Although Ichihashi (2020c) in his analysis focuses on a different mechanism from external-
ities, he found that, under the assumption of decreasing marginal privacy costs for consumers,
in the long run consumers eventually lose their privacy but keep choosing an excessive level of
activity on the platform. Also see the discussion in Section 2.4.

21The consequences of this negative data externality may explain the privacy paradox discussed
in Section 2.3.2 (Bergemann et al. 2020). That is, in the presence of negative externalities, the
value of each consumer’s personal data becomes so low that it is rational to give up personal
data even for a very low price, such as a free pizza coupon.

22Ichihashi (2020a) points out another consequence of consumers’ rational behavior under neg-
ative data externalities. He argues that in the presence of negative data externalities, consumer
payoffs worsen since the prices of goods they face are increased.
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4.3 Privacy Protection Schemes under Negative Data Externali-
ties

As discussed in Section 4.2, negative data externalities give rise to inefficiency
in terms of excessive data sharing. If this type of inefficiency can be reduced,
then policy intervention is justified. In this subsection, we review several privacy
protection schemes that could help to reduce inefficiency due to negative data
externalities.

The first is a personalized Pigovian tax that would internalize data externali-
ties (Acemoglu et al. forthcoming). Intuitively, the inefficiency of excessive data
sharing due to negative data externalities arises from the rational behavior that
individual consumers’ do not take the costs of such externalities into account.
Therefore, the tax should be imposed depending on the correlation structure of
users’ personal data. That is, consumers whose personal data is more correlated
with the personal data of another consumer will be taxed relatively more to weaken
the incentive to provide personal data.23 While this taxation scheme can theoret-
ically restore the first-best allocation achieved in the presence of a social planner,
it is impractical. For example, for an online platform with 10 million users, it
would be impossible to calculate the optimal tax at any given time based on a
huge correlation matrix of 10 million users’ personal data.

The second potential privacy protection scheme is an opt-in regulation without
price discrimination (Choi et al. 2019). Opt-in consent regulation such as the EU’s
GDPR requires consumers to provide explicit consent in advance of providing data.
Choi et al. (2019) observe that the combination of opt-in regulation requiring an
opt-in when platforms collect data beyond the socially optimal level and regulation
that does not allow price discrimination can lead to a socially optimal outcome
because online platforms would be able to collect data only up to the socially
optimal level. This second scheme is essentially based on the same kind of idea
as the first one in that it imposes a cost through opt-in to avoid collecting data
beyond the socially optimal level.

The third and last potential scheme is a de-correlation mechanism (Acemoglu et
al. forthcoming; Ichihashi 2020b). The idea is to remove the correlation that is at
the root of negative data externalities. Specifically, a trusted third party collects
all personal data and then computes transformed variables for each consumer
removing the correlation with the information of other consumers and only shares

23Fainmesser et al. (2021) suggest that a similar situation to the personalized Pigovian tax
could be achieved by imposing a tax on online platforms based on the amount of data they
collect.
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the transformed data. This scheme always improves the equilibrium surplus.

An example of the de-correlation mechanism is an algorithm called the Random-
ized Aggregatable Privacy-Preserving Ordinal Response (RAPPOR) proposed by
Erlingsson et al. (2014). RAPPOR is a technology developed in an open-source
web browser development project called Chromium, which consists of two privacy-
protection mechanisms that satisfy local differential privacy. The reason for the
two privacy-protection steps is, intuitively, to avoid attacks that exploit the corre-
lation of data. Although it is currently limited to a specific correlation structure,
the algorithm can be regarded as an attempt to reduce inefficiency due to negative
data externalities.

5 Concluding Remarks

This paper presented a survey of the field known as the economics of privacy.
The economics of privacy has evolved rapidly in recent years in line with growing
global concerns over the handling of personal data on the Internet. The insights
can be summarized as follows:

• Privacy means different things to different people.

• The degree of privacy protection can be described by differential privacy.

• It is difficult to estimate or observe the degree of privacy protection people
desire.

• There is a privacy paradox: While people claim to be very concerned about
their privacy, they nevertheless undertake very little to protect their personal
data.

• Privacy protection imposes costs on firms.

• However, firms may benefit from efforts to protect consumers’ privacy.

• Market mechanisms cannot determine the socially optimal level of privacy
protection and cannot resolve the problem of negative data externalities.

• Determining the socially optimal level of privacy protection is a difficult
task.

• Reducing the inefficiency arising from negative data externalities is also a
challenge.
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A Local Differential Privacy

Local differential privacy (LDP) is a state-of-the-art privacy protection technique
in which each person locally perturbs her/his raw personal data with a differen-
tial privacy mechanism and transfers the perturbed data to a central server to
construct a dataset (Kasiviswanathan et al. 2011; Duchi et al. 2013). In an LDP
system, people’s raw personal data are stored only on their local devices.24 The
dataset on the central server contains only data after privacy-protection noise has
been added, so that the dataset administrator cannot observe the raw personal
data. This means that no raw personal data can be leaked from the dataset.

As an example of the implementation of LDP, RAPPOR, which was discussed in
Section 4.3, is an algorithm that adds noise in the browser of each local device
and sends the processed data to the server. In addition to RAPPOR, recently,
software developed by tech companies such as Apple, Microsoft, and Samsung has
implemented algorithms that satisfy LDP (Xiong et al. 2020).

24The idea of doing some kind of learning or aggregation on a central server while keeping
sensitive data on local devices is similar to a technique called federated learning proposed by
McMahan et al. (2016) and Konečný et al. (2016, 2017). In federated learning, the model to
be trained is shared, data in each local device trains separately, and the model parameters are
updated by sending the results of training to the central server. In the field of machine learning,
federated learning is considered to make major contributions regarding privacy protection.
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